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I am a computer scientist and engineer fascinated with the design, implementation, and deployment of
complex distributed systems. My focus area for nearly two decades has been data and communication system
software for high performance computing. Over that time I have participated in and lead the development of
a number of algorithms and open source software packages for scientific computing.

Professional Preparation

Clemson University, Clemson, SC Computer Engineering, Focus: Computer Architecture Ph.D., 2000
Clemson University, Clemson, SC Computer Engineering, Minor in Math Science B.S., 1994

Appointments

2004–present Computer Scientist Mathematics and Computer Science Division,
Argonne National Laboratory

2012–present Senior Fellow Northwestern–Argonne Institute for Science and Engineering,
Northwestern University and Argonne National Laboratory

2011–present Senior Fellow Computation Institute,
The University of Chicago and Argonne National Laboratory

2004–present Adjunct Assistant Professor Department of Electrical and Computer Engineering,
Clemson University

2004–2011 Fellow Computation Institute,
The University of Chicago and Argonne National Laboratory

2002–2004 Assistant Computer Scientist Mathematics and Computer Science Division,
Argonne National Laboratory

2000–2002 Postdoctoral Researcher Mathematics and Computer Science Division,
Argonne National Laboratory

Current Activities

Darshan I/O Characterization Tool
Lightweight tool for observing the I/O behavior of HPC applications at the largest scales.

CODES Simulation Framework
Parallel discrete event simulation framework, building on RPI’s ROSS system, that enables high fidelity
simulation of complex distributed storage systems.

Triton Distributed Storage System
Prototype, under development, of an object based, distributed storage system for use in computational
and data intensive science.

SciDAC Scalable Data Management, Analysis, and Visualization Institute (SDAV)
Deputy Director, working with computational scientists and other experts in scientific data management
and analysis to support data management solutions for DOE computational science applications.

DOE Office of Advanced Scientific Computing Research Extreme Scale Systems Research
ASCR lead for Data Management for extreme scale computing, providing guidance and coordinating
research activities in this area along with NNSA co-lead.

Argonne Math and Computer Science Division Data Strategy
Strategic Area Lead, working with computer scientists and applied mathematicians to develop division
strategy for Big Data and data-driven science research and development in support of the DOE mission.



Honors and Awards

2011 LSAP 2011 Best Paper award for “Visual Analysis of I/O System Behavior for High End
Computing”

2011 MSST 2011 Best Paper award for “Understanding and Improving Computational Science
Storage Access through Continuous Characterization”

2009 EuroPVM/MPI 2009 Outstanding Paper award for “Processing MPI Datatypes Outside MPI”
2008 Clemson University College of Engineering and Science

Outstanding Young Alumni
2005 R&D 100 Award Winner for MPICH2
2004 Presidential Early Career Award for Scientists and Engineers

Dept. of Energy Office of Science Early Career Scientist and Engineer Award
2000–2002 Argonne National Laboratory Enrico Fermi Scholar
1999 USENIX 2000 Best Paper award for “PVFS: A Parallel File System for Linux Clusters”
1996–1999 NASA Graduate Student Research Program Fellow

Professional Activities

IPDPS PC 2014, reviewer 2002, 2007

IEEE Transactions on Computers reviewer 2013

NSF PRObE steering committee 2011

IEEE Cluster steering committee 2010–2013; PC 2003, 2006, 2009-2011; reviewer 2002

EuroMPI PC 2010–2012; session chair 2006

International Workshop on Runtime and Operating Systems for Supercomputers (ROSS) PC 2011–2013

HotStorage PC 2012

International Workshop on Data Intensive Computing in the Cloud (DataCloud) PC 2013

Workshop on Big Data Management in Clouds PC 2013

USENIX Conference on File and Storage Technologies (FAST) PC 2011; reviewer 2005

IEEE Symposium on Large Scale Data Analysis and Visualization (LDAV) PC 2011–2012

IEEE Conference on Massive Data Storage (MSST) PC 2013

Parallel Data Storage Workshop (PDSW) General Chair 2013, Steering Committee 2013, PC Chair 2012, PC
2009–2013

NSF review panelist 2006, 2007, 2010, 2012

NSF external reviewer 2011

International Conference on Parallel Architectures and Compilation Techniques (PACT) reviewer 2012

SciDAC Center for Scalable Application Development Software (CScADS) Workshop organizer 2008–2011

International Conference on Distributed Computing Systems (ICDCS) PC 2010

International Conference on Parallel and Distributed Systems (ICPADS) PC 2010

SciDAC Conference PC 2006, 2009, 2010

IEEE Transactions in Parallel and Distributed Systems reviewer 2003-2010

Computational Science and Discovery editorial board 2010

Workshop on Interfaces and Abstractions for Scientific Data Storage (IASDS) workshop chair 2009

International Journal of High Performance Computing and Applications (IJHPCA) reviewer 2009, 2011–2012

DOE/ASCR 2007 Visualization and Analytics Workshop co-chair

SC storage co-chair 2011; PC 2004, 2007–2009, 2012-2013; reviewer 2003

DOE Office of Science ASCR PI Meeting steering committee 2008
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International Conference on Parallel Processing (ICPP) PC 2007, 2009, 2013

DOE SBIR reviewer 2007, 2009

International Journal of Computers and Their Applications (IJCA) reviewer 2006

Journal of Parallel and Distributed Computing reviewer 2003, 2006

Journal of Parallel Computing reviewer 2005

High Performance Distributed Computing Conference reviewer 2005

DOE Office of Science Early Career Principal Investigator program reviewer 2005

NASA Computing, Networking, and Information Systems R&D activities reviwer 2004

Special issue of Cluster Computing Journal reviewer 2003

DOE Office of Science Early Career program reviewer 2002

Supervisory and Mentoring Activities

• Ph.D. thesis committee member for Philip Carns (2005), Murali Vilayannur (2005), Avery Ching (2007),
Dries Kimpe (2008), Sumit Narayan (2010), Arifa Nisar (2010), Jing Fu (2012), Michael Kasick (TBD),
Zhiwei Sun (TBD), Misbah Mubarak (TBD), and Huong Luu (TBD)

• Software programmer supervisor 2003–present

• Postdoctoral researcher supervisor 2004–present

• Summer student supervisor 2001–present

Book Chapters and Journal Articles

[1] T. Ilsche, J. Schuchart, J. Cope, D. Kimpe, T. Jones, A. Knupfer, K. Iskra, R. Ross, W. Nagel, and S. Poole.
Optimizing I/O forwarding techniques for extreme-scale event tracing. Cluster Computing, pages 1–18, 2013.

[2] J. Jenkins, I. Arkatkar, S. Lakshminarasimhan, D. A. Boyuka II, E. R. Schendel, N. Shah, S. Ethier, C.-S. Chang,
J. Chen, H. Kolla, et al. ALACRITY: Analytics-driven lossless data compression for rapid in-situ indexing, storing,
and querying. In Transactions on Large-Scale Data-and Knowledge-Centered Systems X, pages 95–114. Springer
Berlin Heidelberg, 2013.

[3] R. Latham and R. Ross. Parallel I/O basics. In Earth System Modelling-Volume 4, pages 3–12. Springer Berlin
Heidelberg, 2013.

[4] N. Liu, C. Carothers, J. Cope, P. Carns, and R. Ross. Model and simulation of exascale communication networks.
Journal of Simulation, March 2012.

[5] S. Lakshminarasimhan, N. Shah, S. Ethier, S.-H. Ku, C. Chang, S. Klasky, R. Latham, R. Ross, and N. F. Samatova.
ISABELA for effective in situ compression of scientific data. Concurrency and Computation: Practice and Experience,
2012.

[6] R. Latham, C. Daley, W. keng Liao, K. Gao, R. Ross, A. Dubey, and A. Choudhary. A case study for scientific I/O:
improving the FLASH astrophysics code. Computational Science and Discovery, 5(1):015001, 2012.

[7] P. Carns, K. Harms, W. Allcock, C. Bacon, S. Lang, R. Latham, and R. Ross. Understanding and improving
computational science storage access through continuous characterization. ACM Transactions on Storage, 7(3),
October 2011.

[8] R. Ross. Parallel file systems. In D. Padua, editor, The Encyclopedia of Parallel Computing. Springer, September
2011.

[9] F. Isaila, J. G. Blas, J. Carretero, R. Latham, and R. Ross. Design and evaluation of multiple level data staging for
bluegene systems. IEEE Transactions on Parallel and Distributed Systems, 22(6), June 2011.

[10] R. Ross, A. Choudhary, G. Gibson, and W.-K. Liao. Parallel data storage and access. In A. Shoshani and D. Rotem,
editors, Scientific Data Management: Challenges, Technology, and Deployment. Chapman & Hall/CRC, 2010.

[11] R. Ross, P. Carns, and D. Metheney. Parallel file systems. In Y. Chan, J. Talburt, and T. Talley, editors, Data
Engineering: Mining, Information and Intelligence. Springer, October 2009.
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[12] R. Latham, R. B. Ross, and R. Thakur. Implementing MPI-IO atomic mode and shared file pointers using mpi
one-sided communication. Int’l Journal of High Performance Computing Applications, 21(2):132–143, Summer
2007.

[13] A. Ching, A. Choudhary, W. K. Liao, R. Ross, and W. Gropp. Evaluating structured I/O methods for parallel file
systems. International Journal of High Performance Computing and Networking, 2:133–145, 2004.

[14] R. B. Ross and W. B. L. III. Server-side scheduling in cluster parallel I/O systems. In C. Cerin and H. Jin, editors,
Parallel I/O for Cluster Computing, pages 157–178. Kogan Page Science, Sterling, VA, 2004.

[15] W. B. L. III and R. B. Ross. Parallel I/O and the Parallel Virtual File System. In W. Gropp, E. Lusk, and T. Sterling,
editors, Beowulf Cluster Computing with Linux, second edition, pages 493–534. MIT Press, Cambridge, MA, 2003.

[16] W. B. L. III and R. B. Ross. PVFS: Parallel Virtual File System. In T. Sterling, editor, Beowulf Cluster Computing
with Linux, pages 391–429. MIT Press, Cambridge, MA, 2002.

Refereed Proceedings

[1] C. Karakoyunlu, D. Kimpe, P. Carns, K. Harms, R. Ross, and L. Ward. Towards a unified object storage foundation
for scalable storage systems. In Proceedings of the Fifth Workshop on Interfaces and Architectures for Scientific
Data Storage (IASDS), September 2013.

[2] J. Soumagne, D. Kimpe, J. Zounmevo, M. Chaarawi, Q. Koziol, A. Afsahi, and R. Ross. Mercury: Enabling remote
procedure call for high-performance computing. In Proceedings of the IEEE Cluster Conference, September 2013.

[3] J. A. Zounmevo, D. Kimpe, R. Ross, and A. Afsahi. Using MPI in high-performance computing services. In
Proceedings of the 20th European MPI Users’ Group Meeting, pages 43–48, September 2013.

[4] P. Carns, Y. Yao, K. Harms, R. Ross, and K. Antypas. Production I/O characterization on the Cray XE6. In
Proceedings of the 2013 Cray User Group Conference (CUG2013), May 2013.

[5] C. Sigovan, R. Ross, C. Muelder, K.-L. Ma, K. Iskra, and J. Cope. A visual network analysis method for large scale
parallel I/O systems. In Proceedings of the 27th IEEE International Parallel and Distributed Processing Symposium
(IPDPS), May 2013.

[6] D. Goodell, S. J. Kim, R. Latham, M. Kandemir, and R. Ross. An evolutionary path to object storage access. In
Proceedings of the 7th Parallel Data Storage Workshop, Salt Lake City, UT, November 2012.

[7] J. Jenkins, E. Schendel, S. Lakshminarasimhan, D. A. B. II, T. Rogers, S. Ethier, R. Ross, S. Klasky, and N. F.
Samatova. Byte-precision level of detail processing for variable precision analytics. In Proceedings of the Inter-
national Conference for High Performance Computing, Networking, Storage and Analysis (SC12), Salt Lake City,
UT, November 2012.

[8] S. Kumar, V. Vishwanath, P. Carns, J. A. Levine, R. Latham, G. Scorzelli, H. Kolla, R. Grout, R. Ross, M. E.
Papka, J. Chen, and V. Pascucci. Efficient data restructuring and aggregation for I/O acceleration in PIDX. In
Proceedings of the International Conference for High Performance Computing, Networking, Storage and Analysis
(SC12), Salt Lake City, UT, November 2012.

[9] M. Mubarak, C. D. Carothers, R. B. Ross, and P. Carns. Modeling a million-node dragonfly network using massively
parallel discrete event simulation. In Proceedings of the 3rd International Workshop on Performance Modeling,
Benchmarking and Simulation of High Performance Computer Systems (PMBS12) held as part of SC12, November
2012.

[10] Z. Gong, T. Rogers, J. Jenkins, H. Kolla, S. Ethier, J. Chen, R. Ross, S. Klasky, and N. F. Samatova. MLOC: Multi-
level layout optimization framework for compressed scientific data exploration with heterogeneous access patterns.
In Proceedings of the 41st International Conference on Parallel Processing (ICPP), pages 239–248, October 2012.

[11] T. Peterka and R. Ross. Versatile communication algorithms for data analysis. In Special Session on Improving
MPI User and Developer Interaction (IMUDI) at the 19th European MPI Users’ Group Meeting, Vienna, Austria,
September 2012.

[12] T. Ilsche, J. Schuchart, J. Cope, D. Kimpe, T. Jones, A. Knüpfer, K. Iskra, R. Ross, W. Nagel, and S. Poole.
Enabling event tracing at leadership-class scale through I/O forwarding middleware. In Proceedings of the 21st in-
ternational symposium on High-Performance Parallel and Distributed Computing, pages 49–60, Delft, Netherlands,
June 2012.

[13] D. Kimpe, P. Carns, K. Harms, J. M. Wozniak, S. Lang, and R. Ross. AESOP: Expressing concurrency in high-
performance system software. In Proceedings of the 7th International Conference on Networking, Architecture and
Storage (NAS), pages 303–312, Fujian, China, June 2012.
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[14] D. Kimpe, K. Mohror, A. Moody, B. van Essen, M. Gokhale, R. Ross, and B. R. de Supinski. Integrated in-system
storage architecture for high performance computing. In Proceedings of the 2nd International Workshop on Runtime
and Operating Systems for Supercomputers, Venice, Italy, June 2012.

[15] E. R. Schendel, S. V. Pendse, J. Jenkins, D. A. B. II, Z. Gong, S. Lakshminarasimhan, Q. Liu, H. Kolla, J. Chen,
S. Klasky, R. Ross, and N. F. Samatova. ISOBAR hybrid compression-i/o interleaving for large-scale parallel i/o
optimization. In Proceedings of the 21st international symposium on High-Performance Parallel and Distributed
Computing (HPDC), pages 61–72, Delft, Netherlands, June 2012.

[16] A. Gyulassy, V. Pascucci, T. Peterka, and R. Ross. The parallel computation of Morse-Smale complexes. In
Proceedings of the 26th International Parallel and Distributed Computing Symposium (IPDPS), pages 484–495,
Boston, MA, May 2012.

[17] N. Liu, J. Cope, P. Carns, C. Carothers, R. Ross, G. Grider, A. Crume, and C. Maltzahn. On the role of burst
buffers in leadership-class storage systems. In Proceedings of the 2012 IEEE Conference on Massive Data Storage,
Pacific Grove, CA, April 2012.

[18] E. R. Schendel, Y. Jin, N. Shah, J. Chen, C. Chang, S.-H. Ku, S. Ethier, S. Klasky, R. Latham, R. Ross, and N. F.
Samatova. ISOBAR preconditioner for effective and high-throughput lossless data compression. In Proceedings of
the 28th IEEE International Conference on Data Engineering (ICDE), Washington, DC, April 2012.

[19] Y. Jin, S. Lakshminarasimhan, N. Shah, Z. Gong, C. S. Chang, J. Chen, S. Ethier, H. Kolla, S.-H. Ku, S. Klasky,
R. Latham, R. Ross, K. Schuchardt, and N. F. Samatova. S-preconditioner for multi-fold data reduction with
guaranteed user-controlled accuracy. In Proceedings of the 11th International Conference on Data Mining (ICDM),
pages 290–299, Vancouver, Canada, December 2011.

[20] S. Lakshminarasimhan, J. Jenkins, I. Arkatkar, Z. Gong, H. Kolla, S.-H. Ku, S. Ethier, J. Chen, C. Chang,
S. Klasky, R. Latham, R. Ross, and N. F. Samatova. ISABELA-QA: Query-driven analytics with ISABELA-
compressed extreme-scale scientific data. In Proceedings of the International Conference on High Performance
Computing, Networking, Storage, and Analysis (SC11), Seattle, WA, November 2011.

[21] M. Rodriguez, L. Ortiz, Y. Jia, K. Yoshii, R. Ross, and P. Beckman. Wireless sensor network for data center
environmental monitoring. In Proceedings of the Fifth International Conference on Sensing Technology (ICST),
November 2011.

[22] W. Tantisiriroj, S. Patil, G. Gibson, S. W. Son, S. J. Lang, and R. B. Ross. On the duality of data-intensive file
system design: Reconciling HDFS and PVFS. In Proceedings of the International Conference for High Performance
Computing, Networking, Storage and Analysis (SC11), Seattle, WA, November 2011.

[23] N. Liu, C. Carothers, J. Cope, P. Carns, R. Ross, A. Crume, and C. Maltzahn. Modeling a leadership-scale storage
system. In Proceedings of the 9th International Conference on Parallel Processing and Applied Mathematics 2011
(PPAM 2011), October 2011.

[24] T. Peterka, R. Ross, W. Kendall, A. Gyulassy, V. Pascucci, H.-W. Shen, T.-Y. Lee, and A. Chaudhuri. Scalable
parallel building blocks for custom data analysis. In Proceedings of LDAV 2011, Providence, RI, October 2011.

[25] S. Kumar, V. Vishwanath, P. Carns, B. Summa, G. Scorzelli, V. Pascucci, R. Ross, J. Chen, H. Kolla, and R. Grout.
PIDX: Efficient parallel I/O for multi-resolution multi-dimensional scientific datasets. In Proceedings of IEEE Cluster
2011, Austin, TX, September 2011.

[26] B. Welton, J. Cope, D. Kimpe, C. Patrick, K. Iskra, and R. Ross. Improving I/O forwarding throughput with data
compression. In Proceedings of the Workshop on Interfaces and Abstractions for Scientific Data Storage (IASDS)
2011, Austin, TX, September 2011.

[27] S. Lakshminarasimhan, N. Shah, S. Ethier, S. Klasky, R. Latham, R. Ross, and N. F. Samatova. Compressing the
incompressible with ISABELA:in-situ reduction of spatio-temporal data. In Proceedings of EuroPar 2011, Bordeaux,
France, August/September 2011.

[28] C. Muelder, C. Sigovan, K.-L. Ma, J. Cope, S. Lang, P. B. Kamil Iskra, and R. Ross. Visual analysis of I/O
system behavior for high end computing. In Proceedings of the Workshop on Large-Scale System and Application
Performance (LSAP 2011), June 2011.

[29] P. Carns, K. Harms, W. Allcock, C. Bacon, R. Latham, S. Lang, and R. Ross. Understanding and improving
computational science storage access through continuous characterization. In Proceedings of 27th IEEE Conference
on Mass Storage Systems and Technologies (MSST 2011), May 2011.

[30] T. Peterka, R. Ross, B. Nouanesengsey, T.-Y. Lee, H.-W. Shen, W. Kendall, and J. Huang. A study of parallel
particle tracing for steady-state and time-varying flow fields. In Proceedings of the IEEE International Parallel and
Distributed Processing Symposium, Anchorage, AK, May 2011.
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[31] S. W. Son, S. Lang, R. Latham, R. Ross, and R. Thakur. Reliable MPI-IO through layout-aware replication. In
Proceedings of the IEEE International Workshop on Storage Network Architecture and Parallel I/O, May 2011.

[32] S. Kumar, V. Pascucci, V. Vishwanath, P. Carns, R. Latham, T. Peterka, M. Papka, and R. Ross. Towards
parallel access of multi-dimensional, multiresolution scientific data. In Proceedings of 2010 Petascale Data Storage
Workshop, November 2010.

[33] V. Vishwanath, M. Hereld, K. Iskra, D. Kimpe, V. Morozov, M. E. Papka, R. Ross, and K. Yoshii. Accelerating
I/O forwarding in IBM Blue Gene/P systems. In Proceedings of Supercomputing, November 2010.

[34] P. Carns, R. Ross, and S. Lang. Object storage semantics for replicated concurrent-writer file systems. In Proceed-
ings of the Workshop on Interfaces and Abstractions for Scientific Data Storage, September 2010.

[35] D. Kimpe, D. Goodell, and R. Ross. MPI datatype marshalling: A case study in datatype equivalence. In Proceedings
of EuroMPI, September 2010.

[36] K. Ohta, D. Kimpe, J. Cope, K. Iskra, R. Ross, and Y. Ishikawa. Optimization techniques at the I/O forwarding
layer. In Proceedings of the IEEE International Conference on Cluster Computing, September 2010.

[37] A. Shoshani, S. Klasky, and R. Ross. Scientific data management: Challenges and approaches in the extreme scale
era. In SciDAC 2010, Journal of Physics: Conference Series, Chattanooga, TN, July 2010.

[38] J. Cope, K. Iskra, D. Kimpe, and R. Ross. Grids and HPC: Not as different as you might think? In PARA 2010,
June 2010.

[39] J. Wozniak, S. W. Son, and R. Ross. Distributed object storage rebuild analysis via simulation with GOBS. In
Workshop on Fault-Tolerance for HPC at Extreme Scale, June 2010.

[40] W. Kendall, T. Peterka, J. Huang, H.-W. Shen, and R. Ross. Accelerating and benchmarking radix-k image
compositing at large scale. In Proceedings of the Eurographics Symposium on Parallel Graphics and Visualization,
May 2010.

[41] S. W. Son, S. Lang, P. Carns, R. Ross, R. Thakur, B. Ozisikylimaz, P. Kumar, W.-K. Liao, and A. Choudhary.
Enabling active storage on parallel I/O software stacks. In Proceedings of the IEEE Symposium on Mass Storage
Systems and Technologies, May 2010.

[42] W. Kendall, M. Glatter, J. Huang, T. Peterka, R. Latham, and R. Ross. Terascale data organization for discovering
multivariate climatic trends. In Proceedings of Supercomputing, November 2009.

[43] S. Lang, P. Carns, R. Latham, R. Ross, K. Harms, and W. Allcock. I/O performance challenges at leadership scale.
In Proceedings of Supercomputing, November 2009.

[44] S. Narayan, J. Chandy, S. Lang, P. Carns, and R. Ross. Uncovering errors: The cost of detecting silent data
corruption. In Proceedings of the Petascale Data Storage Workshop, November 2009.

[45] T. Peterka, D. Goodell, R. Ross, H.-W. Shen, and R. Thakur. A configurable algorithm for parallel image-
compositing applications. In Proceedings of Supercomputing, November 2009.

[46] N. Ali, P. Carns, K. Iskra, D. Kimpe, S. Lang, R. Latham, and R. Ross. Scalable I/O forwarding framework for
high-performance computing systems. In IEEE International Conference on Cluster Computing (Cluster 2009), New
Orleans, LA, September 2009.

[47] J. Blas, F. Isaila, J. Carretero, R. Latham, and R. Ross. Multiple-level MPI file write-back and prefetching for Blue
Gene systems. In Proc. of the 16th European PVM/MPI Users’ Group Meeting (Euro PVM/MPI 2009), Espoo,
Finland, September 2009.

[48] P. Carns, R. Latham, R. Ross, K. Iskra, S. Lang, and K. Riley. 24/7 characterization of petascale I/O workloads.
In Proceedings of the First Workshop on Interfaces and Abstractions for Scientific Data Storage (IASDS), New
Orleans, LA, September 2009.

[49] K. Gao, W. keng Liao, A. Choudhary, R. Ross, and R. Latham. Combining I/O operations for multiple array
variables in parallel netCDF. In Proceedings of 2009 Workshop on Interfaces and Architectures for Scientific Data
Storage, New Orleans, LA, September 2009.

[50] K. Gao, W. keng Liao, A. Nisar, A. Choudhary, R. Ross, and R. Latham. Using subfiling to improve programming
flexibility and performance of parallel shared-file I/O. In Proc. ICPP 09, Vienna, Austria, September 2009.

[51] S. Lang, R. Latham, D. Kimpe, and R. Ross. Interfaces for coordinated access in the file system. In Proceedings
of 2009 Workshop on Interfaces and Architectures for Scientific Data Storage, New Orleans, LA, September 2009.

[52] T. Peterka, H. Yu, R. Ross, K.-L. Ma, and R. Latham. End-to-end study of parallel volume rendering on the IBM
Blue Gene/P. In Proc. ICPP 09, Vienna, Austria, September 2009.
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[53] R. Ross, R. Latham, W. Gropp, E. Lusk, and R. Thakur. Processing MPI datatypes outside MPI. In Proc. of the
16th European PVM/MPI Users’ Group Meeting (Euro PVM/MPI 2009), Espoo, Finland, September 2009.

[54] A. Choudhary, W.-K. Liao, K. Gao, A. Nisar, R. Ross, R. Thakur, and R. Latham. Scalable I/O and analytics. In
SciDAC 2009, Journal of Physics: Conference Series, San Diego, CA, July 2009.

[55] T. Peterka, R. Ross, H.-W. Shen, K.-L. Ma, W. Kendall, and H. Yu. Parallel visualization on leadership computing
resources. In SciDAC 2009, Journal of Physics: Conference Series, San Diego, CA, July 2009.

[56] F. Isaila, J. G. Blas, J. Carretero, R. Latham, S. Lang, and R. Ross. Latency hiding file I/O for Blue Gene systems.
In Proceedings of the 9th IEEE International Symposium on Cluster Computing and the Grid, May 2009.

[57] P. Carns, S. Lang, R. Ross, M. Vilayannur, J. Kunkel, and T. Ludwig. Small-file access in parallel file systems. In
Proceedings of the 23rd IEEE International Parallel and Distributed Processing Symposium, April 2009.

[58] G. Grider, J. Nunez, J. Bent, S. Poole, R. Ross, and E. Felix. Coordinating government funding of file system and
I/O research through the high end computing university research activity. In SIGOPS Operating Systems Review,
January 2009.

[59] T. Peterka, R. Ross, H. Yu, K. Ma, R. Kooima, and J. Girado. Autostereoscopic display of large-scale scientific
visualization. In Proceedings of SPIE SD&A XX Conference, San Jose, CA, January 2009.

[60] T. Peterka, R. Ross, H. Yu, K. Ma, W. Kendall, and J. Huang. Assessing improvements to the parallel volume
rendering pipeline at large scale. In Proceedings of Supercomputing 2008 Ultrascale Visualization Workshop, Austin,
TX, November 2008.

[61] W. Gropp, D. Kimpe, R. B. Ross, R. Thakur, and J. L. Träff. Self-consistent MPI-IO performance requirements and
expectations. In Proc. of the 15th European PVM/MPI Users’ Group Meeting (Euro PVM/MPI 2008), September
2008.

[62] P. Gu, J. Wang, and R. Ross. Bridging the gap between parallel file systems and local file systems: A case study
with PVFS. In 37th International Conference on Parallel Processing, pages 554–561, September 2008.

[63] R. Ross, T. Peterka, H. Shen, Y. Hong, K. Ma, H. Yu, and K. Moreland. Parallel I/O and visualization at extreme
scale. In SciDAC 2008, Journal of Physics: Conference Series, July 2008.

[64] T. Peterka, H. Yu, R. Ross, and K. Ma. Parallel volume rendering on the IBM Blue Gene/P. In Proceedings of
Eurographics Symposium on Parallel Graphics and Visualization 2008 (EGPGV’08), Crete, Greece, April 2008.

[65] A. Ching, W. Liao, A. Choudhary, R. Ross, and L. Ward. Noncontiguous locking techniques for parallel file systems.
In Proceedings of the 2007 ACM/IEEE conference on Supercomputing, November 2007.

[66] D. Kimpe, R. Ross, S. Vandewalle, and S. Poedts. Transparent log-based data storage in MPI-IO applications. In
Proc. of the 14th European PVM/MPI Users’ Group Meeting (Euro PVM/MPI 2007), September 2007.

[67] R. Latham, W. Gropp, R. B. Ross, and R. Thakur. Extending the MPI-2 generalized request interface. In Proc. of
the 14th European PVM/MPI Users’ Group Meeting (Euro PVM/MPI 2007), pages 223–232, September 2007.

[68] K.-L. Ma, R. B. Ross, J. Huang, G. Humphreys, N. Max, K. Moreland, J. Owens, and H.-W. Shen. Ultra-scale
visualization: Research and education. In SciDAC 2007, Journal of Physics: Conference Series, 2007.

[69] A. Shoshani, I. Altintas, A. Choudhary, T. Critchlow, C. Kamath, B. Ludascher, J. Nieplocha, S. Parker, R. B.
Ross, N. Samatova, and M. Vouk. SDM center technologies for accelerating scientific discoveries. In SciDAC 2007,
Journal of Physics: Conference Series, 2007.

[70] K. Coloma, A. Ching, A. Choudhary, W.-K. Liao, R. Ross, R. Thakur, and H. L. Ward. A new flexible MPI collective
I/O implementation. In Proceedings of the IEEE International Conference on Cluster Computing (Cluster 2006),
September 2006.

[71] R. Latham, R. B. Ross, and R. Thakur. Can MPI be used for persistent parallel services? In Proceedings of the
13th European PVM/MPI Users’ Group Meeting (Euro PVM/MPI 2006), pages 275–284, September 2006.

[72] J. Lee, R. B. Ross, S. Atchley, M. Beck, , and R. Thakur. MPI-IO/L: Efficient remote I/O for MPI-IO via logistical
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